DRP #9 week 3-4 Zijian Chen

Reading: Sec 7.3, Sec 8.3
1. (MLE for Linear Regression)

(a) Consider the model y; — B'z; =e; ~ N (0, 02) , where z; = (1,x})". Write down the following:
e The likelihood function
e The likelihood equations

e Maximum likelihood estimates
2. (MLE for Logistic Regression)
(a) Consider the model
Py =0) =po(8,2z;) = 1+exp1(ﬁ'zi)

and
P(y;=1)=p1(B,2:) =1 —po (B,2i)
Write down the following:
e The likelihood function and the log-likelihood function
e likelihood equation (denoted by ¢ (3) = 0)

(b) Note that we can not derive the closed form of the MLE here. We need to solve it through
numerical methods. One such way is called the Newton-Raphson method. The following problems
are somewhat hard, you can skip them if you want.

i. Find
0’L(B)
0Bos’

ii. Let p*) = (p1 (,B(k),zi) RN 1 (,B(k)7zi))/, W®) = diag p, (,B(k),zi) <1 — D1 (,B(k),zi))

Use this to simplify
9*L(B)
(k)
7(8%). { 0608’ }ﬁ_ﬁ<k>

iii. Simplify the following expression using previous results.

(k1) _ (k) 82L(5)}1 . (k)
Ay — g {aﬁaﬁ, o g(8%),

What can you find?
(¢) So, actually, steps in (b) are doing:

- . 1 &
0o — 0y arggleag)( { - ; og fg (xl)}

Is the RHS of this equation what we want? What are we missing?
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